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The !CHAOS project is part of SuperB R&D, an unique opportunity for breakthrough innovation in particle accelerators technologies.

The integration of web technologies and applications has been one of the major trends for the development of new services for Control Systems 
(CS) of particle accelerators and large experimental apparatuses. Nowadays, high performance web technologies exhibit some features that 
would allow their deeper integration in a CS and their employment in developing CS’ core components. 
We present a preliminary investigations of a new paradigm for a particle accelerators CS, named !CHAOS, and the associated machine data 
acquisition system based on a synergic combination of network distributed cache memory and a non-relational key/value database. 

!CHAOS is designed 
in such a way to ac-
commodate any 
kind of devices to 
reduce the hardware 
dependence and to 
drop the develop-
ment time by exploit-
ing the availability of 
many devices with 
embedded program-
mable CPU. 

A �rst release of the CL has 
been developed on Linux 
and OS X Operative Systems 
and it is also under integra-
tion with the LabVIEW envi-
ronment.
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The Control Systems, presently driving the DAΦNE and SPARC accelerators in the National Laboratory of Frascati 
(INFN) have been used for testing one of the core components of !CHAOS: the live-data caching. At DAΦNE the 
front-end controllers acquire the data from the devices and continuously update - through �ber optics - a central 
common VME address space, which is also accessible from the user’s applications. For our tests, the routines used to 
update the devices’ set values have been easily modi�ed in order to write into a memcached server. 
The preliminary tests performed in a real environment and on real elements under control in the two accelerators, 
have con�rmed that the performance of a no-relational database resident on RAM is practically limited only by 
Ethernet bandwith. The systems load is very low, while redundancy and scalability allows being con�dent on the 
behaviour for a larger accelerator complex such as the SuperB.

Data serialization strategy adopted 
is BSON, a binary-encoded JSON 
(JavaScript Object Notation) docu-
ments, optimized for fast storage 
performance. 
Two open-source software, wich 
allow scalability and redundancy, 
are currently under tests as candi-
dates: Memcached for the live 
data object caching and mon-
goDB for the history key-value da-
tabase

MEMCACHED
mongoDB

Control
Library

Interface
Toolkit

Storage

BSON

BSON

The aim of !CHAOS (Control System based on Highly Abstracted 
Operating Structure – but not a mess!) is to provide a solution that 
naturally allows: 

  - redundancy of all its parts
  - intrinsic scalability
  - minimization of points of failure 
  - hardware hot-integration and auto con�guration.
 
!CHAOS, basically developed in C++, employs distributed object 
caching for real-time data access (Live Database) and a key-value 
database for data archiving (History Database), continuously �lled by 
data pushed from acquisition hardware.
 A Control Library (CL) completely manages data and commands �ow, 
the control processes and the devices con�guration. The device’s 
programmer is only asked to develop the driver for the speci�c 
controlled hardware, called Control Unit, that is the only part that 
instances the !CHAOS abstraction. The CL also provides the syntax and 
semantics for dataset and command to the Metadata Server that 
allows the correct information retrievement. 
The CL takes care of the data serialization, communication with 
databases, handling of system’s and client’s commands and standard 
services of CS.
User Interface Toolkit provides the client applications (display panels, 
measurement applications, etc.) with the interface to the CS framework 
for retrieving con�guration information from Metadata Server, 
accessing live data (from cache db) and archived data (from history db), 
sending commands to devices, etc

Furthermore, the CS has to be able to control and - where needed - to 
acquire data with e performance limited only by the hardware capability. 
This is guaranteed by the possibility to easily trigger the hardware and 
synchronize operations among distributed components.


