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Abstract





The ESRF is an X-ray source of the third generation. The accelerator complex is composed of a Linear accelerator (e- 200 MeV), a Booster synchrotron (300 meters - 6 GeV) and a Storage Ring (844 metres). There are several thousands of interlocks which serve to protect the various pieces of equipment by killing the beam when triggered. All failures are traced and sorted into classes of equipment. This allows the Operation Group to analyse the various trends. The preventive maintenance policy appears to be successful since the beam availability is increasing year after year and is now reaching 95 % of scheduled time. This paper will describe how the failures are traced, and how this serves to trigger reaction.








Why have a preventive maintenance policy at the ESRF?





The Machine operates more than 7000 hours / year and delivers nearly 6000 hours of X-ray beam to 40 beamlines simultaneously, operating 24 hours a day. Most of the experiments are performed by external Users which have been given a limited time slot on a given beamline. Others are made by industrials which pay for their beam time. An excellent availability and minimum downtime are therefore expected.  Such constraints impose a strict policy for the maintenance (preventive and curative) and for the upgrade of the different pieces of equipment. In 1999, 79 days are scheduled for maintenance over five shutdowns.








Foresight of problems thanks to experienced staff





Right from the first moments of life of a brand new accelerator it is important to define a strategy of maintenance. However at the early stages there is obviously no data on failures from the young machine.  This is why, in 1992/1993, spare parts were ordered on the basis of experience acquired by our staff on other accelerators as well as on the basis of the manufacturers’ recommendations.








Gathering data about the failures





All relevant information concerning events of a given shift is recorded in a logbook (complaints from Users, failures, timing of events, injection efficiency, etc.). All of this information is summarised on a flyleaf which contains main data such as beam availability over the shift, the description of the failures (if any) along with their duration, the conclusion of the shift, etc. This information is systematically transferred to an excel database. The database dedicated to failures will, for each individual failure, record the name of the concerned equipment and sub equipment, the date and time, the duration, a description of the failure and the action taken. 








Using this information





After each run this database is made available on the computer network. On a regular basis an analysis is made of this data in order to detect any trends on given equipment. 





 On a short-term basis (days or weeks)





Staff involved in the operation of the Machine and experts regularly read the Control Room logbook and hold discussions with the Operators. Repetitive failures or fast degradation of a given piece of equipment are thus immediately detected. In addition, an internal e-mail system has been set up with aliases grouping e-mail addresses according to the type of equipment. This system ensures that the relevant people will be warned of the problems seen by the operators during a given shift. Then either the problem can be solved without perturbing the operation of the Machine, or it requires stopping the Machine (either because the action will trip the beam or because an intervention inside the tunnel is necessary). If the problem does not present too large a risk for a smooth operation or does not degrade the beam quality, it will not be solved until the next Machine Dedicated Time (one day every week). In the other cases, we will stop the Machine for some time to solve it immediately. This falls within the category of curative maintenance.





On a medium-term basis (weeks or months)





Each week, the Operation Managers organise a meeting whose purpose is to assess the progress of the previous week. All engineers and technicians directly involved in the life of the Machine are invited to attend (about 30 people actually attend this meeting). Any failures which occurred the week before, are discussed in detail. The main goal is to ensure that the person responsible for the concerned equipment is aware of the failure and that some action has been undertaken to avoid it happening again, as far as possible. On this medium term basis, preventive or curative maintenance will be performed during the intermediate shutdown (lasting 11 days, three times per year) or during the long shutdowns (lasting 23 days, twice a year) or even the Machine Dedicated Time if the intervention can be quickly done.





On a long term basis (several months, years)
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As described above, each failure is recorded (equipment, sub-equipment, time, duration, description) in a database. The analysis might reveal slow degradation or simply a problem of ageing. From this data we extract the Mean Time Between Failure (MTBF) per piece of equipment (i.e., the indication of a number of failures) and also the time lost during delivery to the Users due to given pieces of equipment.


�This kind of data (fig.1) is a very helpful in deciding where efforts should be made in preventive and curative maintenance.











Protective systems





Preventive maintenance starts with a good protection of the systems. This is why each equipment is protected with many interlocks in order to prevent it from a malfunction. This is of course difficult to find the good compromise of the number of protections to have versus the number of wrong interlocks triggers. This is particularly true in the RF system where the reason for a parameter to overpass an interlock level is not always easy to identify given the very fast trigger speed of the interlocks. To overcome this diagnosis difficulty, specific fast diagnostics tools have been developed (where fast signals are recorded). Another example lies in the protection of the vacuum chamber. On a X-ray source, the very powerful photon beam is a danger for the vacuum chamber if it falls on parts not designed to sustain the corresponding power. To avoid such problems, specific interlock systems trigger depending upon the beam position, the beam size and pressure rises.








Example of some concrete actions taken by the ESRF





In the course of 1994, at the same time the performances of the machine were being enhanced, all machine equipment were reviewed and some weak points were identified. This triggered the start of some specific developments to improve the reliability of the Machine.


- Preventive maintenance on the water circuit: there were several beam losses following cooling interlocks due to the blockage of some magnet cooling pipes with metallic dust. A systematic campaign of flushing the various water circuits was started in 94/95, completed with a careful calibration of the nearly 1000 flowswitches. Since 1995, when the preventive maintenance policy was initiated, very few failures regarding this equipment have been recorded 


- Linac: even if the injector is used only a few times per day for the refill of the Machine, the Linac (bought as a turnkey system) was suffering from a significant number of trips. The control system and the klystron modulators were completely rebuilt resulting in a large increase of the MTBF as well as an easiness of operation (one button Machine).


- High Quality Power Supply (HQPS): the Grenoble area is subject to violent storms during the summer, the consequences of which are severe drops on the electrical mains, resulting in beam losses. Since the summer of 1995, ten power units (1 MW each) have been made operational to take over any electrical mains drop. The HQPS has now been operating for more than two years and the conclusions to be drawn from this are very positive. Over the full year of 1996, more than 220 drops recorded on the input electrical mains have been taken over by the HQPS, thus avoiding beam trips with all the direct and indirect consequences they characteristically bring. It is clear that the very significant improvement in Mean Time Between Failures can, for a large part, be attributed to the unperturbed primary power delivered by the HQPS. At the same time the HQPS has enabled intrinsic faults in equipment to be clearly distinguished from outside perturbations [ref. 1].


- Radio-frequency system: with the doubling of the design stored beam intensity (200 mA instead of 100 mA) much more power was required from the RF system. This was resulting in pushing to very high values both the power to be provided by the RF klystron and the RF power to be put through the couplers of the 4 Storage Ring cavities. It was first decided, in May 95, to operate with 2 klystrons (1.3 MW cw) each of them feeding 2 cavities. The main advantage of this lies in the fact that each klystron works far below its designed maximum power thus reducing the rate of trips. The switching from 1-transmitter to 2-transmitter mode together with an efficient reduction in the sensitivity of the RF plants to EMC noises have resulted in a doubling of the MTBF of this rather sensitive equipment. At the same time the construction of a third RF plant including the addition of 2 new extra cavities on the Ring was initiated. This system was built within 2 years and commissioned successfully during the second half of 97. During that time, we were confronted to the difficult challenge of installing a new key equipment while minimising the consequences on the Machine Operation. We succeeded to fit the installation of this new large equipment within the normal scheduled shutdowns and to recover the standard availability and MTBF after few weeks. This new RF system also enabled to increase the available accelerating voltage and provide more flexibility for operation (2 klystrons out of 3 are used for operation) [ref.2]


- Super Spare Power Supply


Although power supply failures are rare, they can last a long time when they do occur (replacement of a transformer or another major repair). To avoid losing time in such situations, a Super Spare Power Supply was built. Its role is to supply any magnet power supply which fails. In addition, a switching board allowing any magnet family to be connected from the Super Spare Power Supply within less than an hour was installed last year.
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- Radio Gammagraphies of RF fingers: let us recall that the function of the RF fingers is to smooth the transition between two vacuum vessels, preventing the bellows (the mechanical transition elements) from acting as RF cavities when RF current travels along the vacuum vessels. However, for certain modes when the intensity per bunch is high (especially in the 16 bunch mode with 5.5 mA per bunch), some of these RF fingers were found to heat up. Since mid 1997, we have been accumulating problems as these damaged RF fingers sometimes heat up to the point of melting with one or several fingers falling into the path of the beam. Given that there are hundreds of these RF fingers around the Storage Ring, a systematic campaign of radio gammagraphies of all RF fingers (or all accessible ones) has been undertaken. Some were discovered to be badly damaged, and they were replaced during the shutdowns. Although the problem is known (damage during the bakeout of the vacuum vessels), the campaign of checking the fingers is continuing to nip any problems in the bud. Figure 2 shows an example of a radio-gammagraphy of an RF finger for which the spring maintaining the fingers around their sleeve has been broken, leaving the fingers free to fall in the bellow.








Conclusion





The ESRF accelerators were commissioned in1992 and beam has been routinely delivered to the Users since 1994. Thanks to several measures the Mean Time Between Failures has been dramatically increased (one hour of failure every 40 hours in 1996) over the last four years. The dead time due to the failures is falling below 3 %. Thanks to some strategic spare equipment ready to take over in the case the original equipment fails, the recovery time in case of a failure is about 1 hour now. We do believe that, up to now, we have made the right decisions in terms of preventive and curative maintenance.  However we are also very aware that we must remain vigilant, as problems of ageing parts are to be a common feature of the future, be it near or far.
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